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Abstract

Dynamic adaptive mesh re�nement methods for the numerical solution to partial di�erential
equations yield highly advantageous ratios for cost/accuracy when compared to methods based
upon static uniform approximations. Parallel/distributed implementations of these techniques,
however, present signi�cant challenges in dynamic data-distribution and load-balancing. This
is because the choice of the \best" partitioning technique and associated partitioning parame-
ters depends on the nature of the application and its run-time state. This paper presents an
experimental study of an adaptive application-sensitive meta-partitioner for structured adaptive
mesh re�nement (SAMR) applications that dynamically selects and con�gures partitioning strate-
gies at run-time based on system parameters and the current application state. The selection is
based on a run-time classi�cation of application state and an application-centric classi�cation of
the partitioners. Experimental results show that adaptive partitioning can improve application
performance.

Keywords: Adaptive partitioning; Run-time management; Dynamic applications; Perfor-
mance characterization; Structured adaptive mesh re�nement.

1 Introduction

This paper presents an experimental study of an adaptive application-sensitive meta-partitioner for
adaptive applications that improves application performance by dynamically selecting and con�g-
uring partitioners at run-time based on system parameters and the current application state. The
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overall goal of this project is to develop active system and application sensitive mechanisms to
manage and optimize dynamically adaptive applications in distributed, heterogeneous and dynamic
execution environments such as the computational \grid" [19].
Dynamic adaptive mesh re�nement (AMR) methods [16], employing locally optimal approxima-

tions to partial di�erential equations, can yield highly advantageous ratios for cost/accuracy when
compared to methods based upon static uniform approximations. These techniques seek to improve
the accuracy of the solution by dynamically allocating additional computational resources to regions
with large local solution error. Distributed implementations of these techniques o�er the potential
for realistic simulations of complex physical phenomena. These implementations, however, lead to
interesting challenges in data-distribution, load-balancing, and resource management. A critical chal-
lenge in structured AMR (SAMR) is the partitioning of the adaptive grid hierarchy to balance load,
optimize the communication pattern, minimize synchronization and data migration cost, maximize
grid quality (e.g. aspect ratio), and exploit all available parallelism.
The research presented in this paper is motivated by the observation that for parallel/distributed

SAMR, no single partitioning scheme performs the best for all types of applications and systems.
Even for a single application, the most suitable partitioning technique depends on input parameters
and the application run-time state [9, 15]. As a result, it becomes necessary to actively manage
these dynamic applications at run-time. This includes using application and system run-time state
to select and con�gure the partitioning and load-balancing strategy to be used, so as to maximize
performance. The theoretical foundation for the meta-partitioner was developed in earlier research,
which focused on characterizing the state of SAMR applications, identifying the partitioning require-
ments for di�erent application/system states, and characterizing partitioning techniques [13] based
on their ability to satisfy these requirements. The work provides a basis for dynamically mapping
partitioners to application states. The goal of this paper is to build on this foundation to formu-
late strategies for dynamically selecting and con�guring partitioners at run-time, and experimentally
demonstrate that adaptive partitioning can improve application performance.
In this paper we use the structure of the adaptive grid hierarchy to characterize its current state

and determine its current partitioning requirements. These requirements are then used by the meta-
partitioner to select and con�gure the partitioning techniques to be used. The meta-partitioner
is experimentally evaluated using a 3-D compressible turbulence application kernel, solving the
Richtmyer-Meshkov instability. This application is a part of the ASCI/ASAP e�ort at California
Institute of Technology. The partitioners used in this experiment are a pick from popular software
libraries such as GrACE [5] and Vampire [14]. Experiments were performed on the IBM SP2 \Blue
Horizon" system at the San Diego Supercomputing Center (SDSC). Experimental results show that
adaptive partitioning can improve application performance.
The rest of the paper is organized as follows. Section 2 presents a brief overview of the SAMR

methods and structured grid hierarchies. Section 3 describes related work in dynamic partitioning
and load balancing. Section 4 presents an outline of the adaptive meta-partitioner. Section 5
describes the experimental study of the adaptive partitioner and presents the experimental results.
Section 6 presents some concluding remarks and outlines future work.

2 AMR and Structured Grid Hierarchies

Dynamically adaptive solution techniques for partial di�erential equations provide a means for con-
centrating additional grid resolution and computational resources to regions in the application do-



main with large error. These techniques potentially lead to more eÆcient and cost-e�ective solutions
to time-dependent problems exhibiting localized features. In the case of structured adaptive mesh
re�nement (SAMR) methods, dynamic adaptation is achieved by tracking regions in the domain that
require higher resolution and dynamically overlaying �ner grids on these regions. These methods
start with a base coarse grid with minimum acceptable resolution that covers the entire computa-
tional domain. As the solution progresses, regions in the domain with high solution error, requiring
additional resolution, are identi�ed and re�ned. Re�nement proceeds recursively so that the re�ned
regions requiring more resolution are similarly tagged and even �ner grids are overlaid on these re-
gions. The resulting grid structure is a dynamic adaptive grid hierarchy. The adaptive grid hierarchy
corresponding to the SAMR formulation by Berger and Oliger [1] is shown in Fig. 1.
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Figure 1: Berger-Oliger formulation of adaptive grid hierarchies for SAMR applications

Distributed implementations of SAMR methods present interesting challenges in dynamic resource
allocation, data-distribution, and load balancing. The overall eÆciency of parallel/distributed SAMR
applications is limited by the ability to partition the underlying grid hierarchies at run-time to
expose all inherent parallelism, minimize communication and synchronization overheads, and balance
load. A critical requirement while partitioning these adaptive grid hierarchies is the maintenance of
logical locality, both across di�erent levels of the hierarchy under expansion and contraction of the
adaptive grid structure, and within partitions of grids at all levels when they are decomposed and
mapped across processors. The former enables eÆcient computational access to the grids while the
latter minimizes the total communication and synchronization overheads. Furthermore, application
adaptation results in application grids being created, moved and deleted \on the y", making it
necessary to eÆciently re-partition the hierarchy \on the y" so that it continues to meet these
goals. A sequence of grid hierarchies for the Buckley-Leverette 2D SAMR application is shown in
Fig. 2. In this �gure, the re�ned grids (levels 1 through 4) are tracking the front as it moves across
the diagonal of the grid from bottom left to top right.

3 Related Work

Research on partitioning/load-balancing techniques can be broadly divided into static and dynamic
techniques. Static partitioning techniques are used when the application domain is partitioned only
once (or very few times) and there is no dynamic redistribution involved. In this case, the initial



Figure 2: A sequence of 2-D adaptive grid hierarchies for a time-varying SAMR application

partitioning is maintained through the execution of the application. Static techniques tend to focus
on the partitioning quality rather than partitioning speed. Dynamic partitioning routines are used
by adaptive applications to repartition and redistribute the dynamic application domain at run-time.
In addition, these techniques have to minimize data movement overheads and partitioning time, as
grid adaptations occur at regular intervals. Consequently, partitioning quality is often sacri�ced for
speed.
Partitioners for SAMR applications can be classi�ed as patch-based [12, 17, 9], domain-based, and

hybrid partitioners. In the case of patch-based partitioners, distribution decisions are made indepen-
dently for each newly created grid. A grid may be kept on the local processor or entirely moved to
another processor. If the grid is considered too large, it may be split. Domain-based partitioners par-
tition the physical domain, rather than the grids themselves. The domain is partitioned along with
all contained grids on all re�nement levels. Hybrid partitioners use a 2-step partitioning approach.
The �rst step uses domain-based techniques to generate meta-partitions that are mapped to a group
of processors. The second step uses a combination of domain and patch based techniques to optimize
the distribution of each meta-partition within its processor group. The SAMR framework SAMRAI
[20] (based on the LPARX [6] and KeLP [8] model) fully supports patch-based partitioning. However,
domain-based partitioning techniques are preferable and tend to be more scalable [12, 17, 9, 15] (as
long as they are applicable). The study presented in this paper involves domain-based techniques
exclusively.
Partitioning of unstructured adaptive meshes and general graphs is a large �eld of research. Graph



partitioners, while establishing load balance, focus on either minimizing the communication, ex-
pressed as a edge-cut, [3, 10, 18] or minimizing the data redistribution cost [2, 4, 7]. In [11], a
uni�ed repartitioning algorithm is used along with a relative cost factor for dynamic load-balancing.
Repartitioning is performed twice with alternate methods during the initial partitioning phase, and
the scheme yielding the lowest cost is selected.

4 Adaptive Application-Sensitive Meta-Partitioner for SAMRGrid

Hierarchies

The e�ective partitioning of dynamic SAMR grid hierarchies is a signi�cant challenge. The SAMR
partitioner has to dynamically partition the current hierarchy to expose all inherent parallelism,
minimize data-movement overheads, minimize communication and synchronization overheads, and
balance load. Furthermore, it must do this in a minimum amount of time. Clearly, optimizing all
the above requirements leads to conicting objectives. For example, optimizing load balance and
communications together is an NP-hard problem. As a result, partitioners typically optimize a subset
of the components at the expense of others.
The goal of the adaptive application-sensitive meta-partitioner is to reduce overall run-times of

parallel SAMR applications by dynamically selecting and con�guring partitioners at run-time to
match the current state of the application. The structure of the adaptive grid hierarchy is used to
characterize its current state and de�ne its current partitioning requirements. These requirements
are then used by the adaptive partitioner to appropriately select and con�gure the partitioning
technique that best satis�es them. For example, consider a hypothetical SAMR application where the
re�ned regions track a shock hitting a boundary and the re�nements are localized before impact and
scattered after impact. Initially, the re�ned regions may be relatively coarse-grained. In this state,
the application run-times would be dominated by computations and the structure of the re�nements
would not change signi�cantly from one re�nement to the next. After impact, the re�nements
will be relatively �ne-grained and scattered. In this state, the application will be dominated by
communication costs and the structure of the re�nements will be highly dynamic. In the former
state, a partitioner that emphasizes load-balance is the most suitable. In the latter case, a partitioner
that minimizes communication and data-migration costs will be appropriate.
The run-time partitioner selection is based on an application-centric characterization that de-

�nes the performance of a fpartitioner, application-stateg tuple using a 5-component metric. This
metric allows the trade-o�s for each partitioner to be readily identi�ed. The components are (1)
load-balance generated, (2) application communication requirements due to partitioning, (3) data
migration requirements due to dynamic repartitioning, (4) time required for partitioning, and (5)
partitioning quality. Partitioning quality is measured in terms of the number of sub-grid generated
and their aspect ratios.
Application state is characterized using the octant approach shown in Fig. 3. In this approach,

application state and computer system state are classi�ed with respect to (a) the adaptation pattern
(scattered or localized), and (b) whether run-time is dominated by computations or communications,
and (c) the activity dynamics in the solution, e.g. adaptation pattern changes rapidly.
Applications may start o� in one octant, then, as solution progresses, migrate to any other. For

example, in the case of the example application discussed above where the re�ned regions track a
shock hitting a boundary, the re�nements may be localized before impact and scattered after impact.
Note that a similar dynamic behavior may also be exhibited by the system. For example, load
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Figure 3: Octant approach for characterizing SAMR application state

variations on a shared system can cause a transition from one octant to another. As the network load
increases, a previously computation-dominated application can become communication-dominated.

5 An Experimental Study of the Adaptive Application-Sensitive

Meta-Partitioner

5.1 Characterizing Partitioner Behavior

This experimental study uses 3 partitioners, viz. space-�lling curve-based partitioning (SFC), p-
way binary dissection inverse space-�lling curve partitioning (pBD-ISP), and geometric multi-level
inverse space-�lling curve partitioning with sequence partitioning (G-MISP+SP). These partitioners
were selected from a suite of seven techniques as they were best suited for the application considered
in the experiments [13]. The techniques used for evaluation are summarized in Table 1. The SFC
partitioner is a part of Grid Adaptive Computational Engine (GrACE) [5] [21] while pBD-ISP and
G-MISP+SP schemes are part of the Vampire [14] SAMR partitioning library.

Table 1: Summary of partitioning techniques

Scheme Suite Description

SFC GrACE Decomposition of the recursive linear representation of a multi-
dimensional grid hierarchy, generated using space-�lling
mappings, to balance load across processors

G-MISP+SP Vampire Successive re�nement of a one-vertex graph (matrix of workloads)
by splitting vertices with total weight greater than a threshold,
and using sequence partitioning to assign blocks to processors

pBD-ISP Vampire Generalized binary dissection of the domain into p partitions,
dividing load as evenly as possible, with the orientation of
the cuts determined by the Hilbert space-�lling curve

SFC: The SFC scheme uses computationally eÆcient space-�lling mappings to maintain logical
locality and decomposes the one-dimensional representation of the grid hierarchy to balance load
across processors. This decomposition results in average-to-good load balance at the expense of
increased communication and data migration overheads. This scheme is suited for application states
associated with low-to-moderate activity dynamics and more computation than communication.



G-MISP+SP: The G-MISP+SP scheme creates a one-dimensional list of similar-weight blocks
as a result of the splitting of graph vertices obtained from the matrix representation of the grid
hierarchy. It then uses sequence partitioning 1 to assign blocks to processors. G-MISP+SP is aimed
towards speed and simplicity, and favors simple communication patterns and partitioning speed over
amount of data migration. Sequence partitioning signi�cantly improves the load balance but can be
computationally expensive.
pBD-ISP: The pBD-ISP scheme partitions the domain into p partitions such that each split

divides the load as evenly as possible, taking the available numbers of processors into account.
This scheme is fast and the coarse granularity partitionings generated result in low overheads and
communication costs. However, as the cuts are rectilinear, the overall load balance is average and
may deteriorate when re�nements are strongly localized. This scheme is suited for application states
with greater communication and data requirements and lesser emphasis on load balance.

5.2 Characterizing Application State

The experimental evaluation of adaptive meta-partitioning uses RM3D, a 3-D compressible turbu-
lence application solving the Richtmyer-Meshkov instability. RM3D is part of the virtual test facility
developed at the ASCI/ASAP center at the California Institute of Technology2. The Richtmyer-
Meshkov (RM) instability is a �ngering instability which occurs at a material interface accelerated
by a shock wave. This instability plays an important role in studies of supernova and inertial con-
�nement fusion. Application characterization consists of two steps. First, the adaptive behavior of
the application was captured in an adaptation trace generated using a single processor run. The
adaptation trace contains snap-shots of the SAMR grid hierarchy at each regrid step. This trace
was then analyzed using the octant approach and the adaptive partitioning strategy was de�ned.
The application characterization presented in this paper was performed manually. However, we are
currently developing agent-based mechanisms for automatically performing the characterization at
run-time.
In this experiment we used a base grid of size 128*32*32 and 3 levels of factor 2 space-time

re�nements. Regriding was performed every 4 time-steps at each level. The application was run
for 800 coarse level time steps and the trace consisted of over 200 snap-shots. A selection of these
snap-shots are shown in Fig. 4 and illustrate the dynamics of the application.

Time-step Octant State Partitioner

0 IV G-MISP+SP

5 VII G-MISP+SP

25 I pBD-ISP

106 VI pBD-ISP

137 VIII G-MISP+SP

162 II pBD-ISP

174 V pBD-ISP

201 III G-MISP+SP

Table 2: Characterizing RM3D application run-time state for partitioning behavior

1Sequence partitioning is the problem to partition a sequence of n numbers into k intervals (k < n) by �nding k� 1
delimiters such that the sum of the numbers in the interval with the largest sum is minimized.

2http://www.cacr.caltech.edu/ASAP/



Figure 4: Sequence of pro�le views at sampled time-steps for RM3D application

The octant-based characterization of the RM3D trace is summarized in Table 2. RM3D starts out
with scattered adaptation, lower activity dynamics and more computation, thus placing it initially
in octant IV. G-MISP+SP is the most appropriate among the 3 partitioners for this octant and is
selected. As the application evolves, its adaptation patterns cause it to move between octants and
require di�erent partitioning schemes. At time-step 106, the RM3D application has high communi-
cation requirements, high dynamics, and a scattered adaptation placing it in octant VI. pBD-ISP is
the partitioner of choice in this octant. At the end of the simulation, the application adaptations are
localized, with increased computation and lower activity, placing it in octant III with G-MISP+SP
as the appropriate partitioner.

5.3 Experimental Evaluation of the Adaptive Meta-Partitioner

The experimental study of the adaptive meta-partitioner was performed on the NPACI IBM SP2,
Blue Horizon, at the San Diego Supercomputing Center. Blue Horizon is a teraop-scale Power3
based clustered SMP system from IBM. It supports shared-memory symmetric multi-processing (via
OpenMP or PThreads) within a node and message passing (via MPI) between nodes. The machine
contains 1,152 processors and 512 GB of main memory, arranged as 144 SMP compute nodes, with
AIX as the operating system. Nodes are connected via a proprietary IBM communications network
capable of a peak bi-directional data transfer rate of approximately 115 MBps.
The experiments consisted of measuring application execution times for di�erent processor con-

�gurations using the meta-partitioning strategies outlined above. The partitioner as well as the
partitioning parameters were switched on-the-y while the application was executing using the re-



grid step as an indicator. Run-times from single partitioner runs were also measured.

Table 3: Performance of di�erent partitioners for RM3D application on 64 processors

Partitioner Run-time(s) Max. Load Imbalance(%) AMR EÆciency(%)

SFC 484.502 24.878 98.8207

G-MISP+SP 405.062 11.3178 98.7778

pBD-ISP 414.952 35.0317 98.8582

\adaptive" 352.824 8.11825 98.7633

Run-times for experiments on 32 and 64 processors are plotted in Figures 5 and 6 respectively. A
sampling of the results for 64 processors are shown in Table 3. From these graphs, it can be seen
that dynamically switching partitioners (and associated partitioning parameters) improves applica-
tion performance and results in reduced run-times. For 64 processors, the improvement is 27.2% from
the slowest partitioner. These results demonstrate that adaptive partitioning can improve application
performance. In the adpative partitioner, G-MISP+SP is used to improve load-balance when the ap-
plication is computationally dominated, while pBD-ISP reduces communication and data-migration
overheads. This combination, based on run-time state, results in reduced partitioning time and lower
load imbalance while maintaining high AMR eÆciency. We are currently experimenting on larger
processors and the results will be included in the �nal paper.

Figure 5: Run-times for partitioning techniques for RM3D application on 32 processors

6 Conclusions

This paper presented an experimental study of an adaptive application-sensitive meta-partitioner
for structured adaptive mesh re�nement (SAMR) applications. The meta-partitioner dynamically
selects and con�gures partitioning strategies at run-time based on system parameters and the current



Figure 6: Run-times for partitioning techniques for RM3D application on 64 processors

application state. This research was motivated by the observation that the choice of the \best" par-
titioning technique and associated partitioning parameters depends on the nature of the application
and its run-time state. In this paper, we used the structure of the adaptive grid hierarchy to char-
acterize its current state and determine its current partitioning requirements. These requirements
were then used by the meta-partitioner to select and con�gure the partitioning techniques to be used.
The meta-partitioner was experimentally evaluated using a 3-D compressible turbulence application
kernel, solving the Richtmyer-Meshkov instability. This application is a part of the ASCI/ASAP
e�ort at California Institute of Technology. The partitioners used in this experiment are a part of
the GrACE and Vampire libraries. Experiments were performed on the IBM SP2 \Blue Horizon"
system at the San Diego Supercomputing Center (SDSC). Experimental results show that adaptive
partitioning can improve application performance.
The overall goal of this project is to develop active system and application sensitive mechanisms to

manage and optimize dynamically adaptive applications in distributed, heterogeneous and dynamic
execution environments such as the computational \grid". We are currently working on the design
of an automated recommender system that uses application and system state to select and con�gure
partitioners. The results presented in this paper will be used to de�ne the policies that will drive
such a system.
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